
    
          

  

 
               

               
        

 

 
 

 

 
 

 
 

  
  
 

  
   

                
       

    
       

  
       

      
     

    
 

 
 

    

 

Action, Criticism, and Theory for Music Education 
June 2025. Vol 24 (3): 138–64. doi:10.22176/act24.3.138 

Considering the Possibilities 
and Problems of AI in Music 
Education: The Need for 
Critical Literacies 
Emme% O’Leary 
Virginia Polytechnic Ins2tute and State University (USA) 

Abstract 
Artificial intelligence (AI) presents a unique technological quandary for music educators. 
Never before has a new tool been lauded and feared to the degree that AI is presently. As 
AI is an emerging influence in music teaching and learning, in this paper, I examine the 
past to inform critical action moving forward. Using prior literature in music and educa-
tion technology integration, platform and media studies, and critical literacies, I explore 
possible consequences and considerations for music educators’ engagement with AI. I sug-
gest that possible outcomes range from music educators largely ignoring AI and continu-
ing with pedagogical practices uninterrupted, to broad disruptions in the way music edu-
cators do their work leading to a potential deskilling and deprofessionalization of our field. 
I suggest frameworks from critical curriculum and data literacies as means to guide future 
action. 
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I 
Action, Criticism, and Theory for Music Education 24 (3) 

n May of 2024, Apple introduced its new iPad Pro through a streamed 
presentation. As they heralded the new iPad’s capabilities and features, they 
also unveiled a new ad campaign to entice consumers to purchase the de-

vice. The ad, entitled “Crush!”, featured an assortment of creative tools stacked in 
a pyramid between the plates of a giant hydraulic press. Over the next minute, 
viewers watch the press destroy a trumpet, piano, metronome, assorted paints and 
art supplies, and countless other tools of artists and creators. As the press returned 
to its original position, only the new iPad remained. Apple’s goal was likely to com-
municate that users could engage in any of these creative disciplines by purchasing 
the new iPad, but instead, they ignited a swift and fierce negative reaction. Tech-
nology journalists called the ad “tone deaf” and wrote articles with headlines that 
declare “Apple doesn't understand why you use technology” (Lopatto 2024). Sim-
ilarly, marketing professor Americus Reed, in an interview for Variety magazine, 
explained that the ad amplified “the fear that consumers have of tech and genera-
tive AI kind of destroying humanity, and there’s this uncertainty about how tech-
nology and social media are taking over our lives” (Spangler 2024, para. 4). While 
Apple apologized for the ad explaining it had “missed the mark” the ad and reac-
tion to it manifested the broad feelings of trepidation and uncertainty that cloud 
AI in present discourse. 

It is difficult to discuss AI without acknowledging the fear that accompanies it. 
For example, the title of Neil Selwyn's (2019) book on the topic succinctly asks the 
question “Should robots replace teachers?” While the fear of AI potentially obvi-
ating or replacing the profession that I, and I anticipate most other authors in this 
issue, occupy, there are myriad possible outcomes ranging from AI improving the 
quality and nature of music educators’ work, to negative and deleterious effects on 
the music learning of children throughout the world. 

The potential disruption and damage to music education by AI is perhaps sui 
generis, yet its potential to change music will largely be a function of the degree to 
which it is integrated into educators’ work. As it is difficult to predict the future, it 
is potentially instructive to examine the past to inform critical action moving for-
ward. Given that AI integration is nascent in music education at present, the pur-
pose of this paper is to draw on prior literature in music technology integration, 
platform and media studies, and critical literacies to explore possible conse-
quences and considerations for music educators’ engagement with AI. I begin with 
a discussion of technology integration in music education, move to a summary of 
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140 Action, Criticism, and Theory for Music Education 24 (3) 

the critical literacies that could inform future work with AI, and then discuss issues 
related to AI’s influence in music teaching and learning, including potential train-
ing data, algorithmic influences, and ethical considerations. 

Technology Integra5on 
Music educators’ use of AI is foundationally a question of technology integration 
and behavior change. For AI to influence teachers’ work, they will need to adapt 
their existing professional behaviors in planning, instruction, assessment, or ad-
ministration to include these new tools. Broad adoption of AI would contradict 
prior patterns of technology integration in music education showing that founda-
tionally, teachers’ use of technology has been limited for instructional purposes 
(Bauer 2020; Dorfman 2015; O’Leary and Bannerman 2023) and traditional 
teaching practices are resilient (Tyack and Cuban 1995). In this section, I use a 
framework for understanding technology integration and previous research in mu-
sic education technology integration to explore possible barriers and challenges to 
broad AI adoption in music education contexts. 

To better understand technology integration, Moore (2014) offers a framework 
that positions behavior change as a central force and limitation in technology 
adoption. Moore explains “[a person’s attitude] toward technology adoption be-
comes significant any time we are introduced to products that require us to change 
our current mode of behavior or to modify other products and services we rely on” 
(21). He labels products that require substantive changes as discontinuous or dis-
ruptive innovations since they demand considerable effort in adoption and use. In 
contrast, “continuous” or “sustaining innovations” refers more to the use of tech-
nologies that require limited changes in users’ behaviors. Moore indicates that 
most industries “introduce discontinuous innovations only occasionally and with 
much trepidation” (23). 

Prior research in technology integration suggests that educators’ attitudes to-
ward technology are central to technology integration (Ertmer et al. 2012; Moore 
2014; Tondeur et al. 2020). Moore (2014) posits that technology adoption gener-
ally begins with people enthusiastic about technology and willing to take on the 
extra work of using new tools; he labels this group as innovators and early 
adopters. They are often excited about the potential of the technology and take on 
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the challenges of navigating tools where there may be few support resources avail-
able. Yet Moore (2014) suggests that a chasm exists between these technology en-
thusiasts and much of the population who change their behavior only if the tech-
nology has a clear benefit. For a technology to be widely used, it must cross the 
chasm to reach wide adoption. Viewed through Moore’s (2014) framework, the 
scope of AI’s use in music education will be dependent on the degree to which it 
presents capabilities so compelling that music educators, beyond the initial early 
adopters, are willing to adjust their behaviors. 

Prior research suggests that few technologies requiring discontinuous change 
have crossed the chasm in music education (Bauer 2014). For example, music ed-
ucators’ development of technology-based curricular offerings such as music pro-
duction or music technology courses aligns closely with Moore’s (2014) frame-
work. Researchers suggest that these offerings have been the product of innovative 
educators engaging in self-directed professional development and advocacy (Bauer 
2014; Dammers 2010a, 2010b, 2012; Dorfman 2015, 2016; Testa 2021). These 
early adopters and innovators laid the groundwork for what Dorfman (2022) la-
beled “Technology-Based Music Education,” or music experiences where technol-
ogy is the primary means through which students engage with creating, perform-
ing, or responding to music. Yet these courses have yet to cross the chasm and 
become as widely present as legacy curricular offerings (Elpus 2020) such as large 
ensembles and general music, contexts where technology has had more limited 
pedagogical integration (Bauer 2020). Additionally, preservice music educators 
report generally feeling unprepared to teach in these technology-based contexts 
and desire additional support in integrating technology into their instruction (Ban-
nerman and O’Leary 2021; Haning 2016). 

There are more examples where continuous changes have reached broader 
adoption by music educators. However, these largely include technology educators 
use for administrative aspects of their work such as communication, grading, and 
managing their music programs (Dorfman 2015). These areas are spaces where 
AI’s inclusion may be welcome. To this point, Selwyn (2019) suggested that AI 
could present a chance for teachers to do less work, allowing them to engage more 
deeply with core instructional responsibilities. He explains, “at best, these (AI) are 
technologies that are imagined as taking care of many of the ‘routines,’ ‘duties,’ and 
‘heavy lifting’ associated with teaching,” allowing teachers to be “freed-up to en-
gage in meaningful acts of leading, arranging, explaining, and inspiring” (135). 
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Should AI promise increased efficiencies for teachers, it may be the case that many 
will choose to adopt the tools and change behaviors due to the promises of in-
creased productivity and opportunities to focus on more rewarding aspects of their 
jobs. However, in this environment, the impact of AI will not be directly manifested 
in teachers’ interactions with students. 

Emerging scholarship offers teachers guidance on potential uses of AI (Holster 
2024), discusses the promise and challenges of AI in music education research 
(Rohwer 2024), and examines AI for planning instruction (Cooper 2024) and as-
sessment (Shaw 2024). Yet, there is no evidence that AI’s influence has yet 
“crossed the chasm” to the broader profession. The present time may represent an 
inflection point where the critique and scholarship that comes during this period 
could inform and shape how AI might move beyond early adopters and innovators 
and shape how the broader population of music educators engage with AI. 

The Need for Cri5cal Literacies 
Critical literacies facilitate a greater understanding of the technology teachers use 
and how it influences students’ musical experiences. Waldron’s (2018) work re-
garding online platforms and music education is instructive as she commented 
“educating ourselves on the complex intricacies of how the Web works is the first 
place to begin” (107). This knowledge is a precursor to critical inquiry and this no-
tion aligns with broader ideas around critical digital literacies, which Jones and 
Hafner (2021) posit might help educators examine “how the affordances and con-
straints [of technology] advance particular ideologies or the agendas, or particular 
people” (135). This is particularly important as educational technology is often ad-
vertised hyperbolically (Selwyn 2022) through marketing and discourse infused 
with techno-solutionism (Morozov 2013) and technological determinism (Ruth-
mann et al. 2015). Without a framework through which to better understand tech-
nology in their work, teachers may be ill-prepared to make critical judgments 
about new technological developments like AI. 

Digital literacies go beyond prior frameworks for technology integration such 
as the Technological, Pedagogical, and Content Knowledge (TPACK) and Substitu-
tion, Augmentation, Modification, and Redefinition (SAMR) models (Bauer 2014; 
O’Leary 2022). TPACK (Bauer 2013; Mishra and Koehler 2006) is an extension of 
Shulman’s (1986) pedagogical content knowledge and suggests that teachers need 
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to employ specific technological understandings to meaningfully integrate technol-
ogy into their work. The framework shows that teachers who have developed tech-
nological-pedagogical-content knowledge would use technology in ways that en-
hance and support students’ learning. Similarly, the SAMR model (Puentedura 
2010) illustrates that teachers should evaluate a technology’s capacity to substitute 
for existing tools or augment, modify, or redefine a learning task. Through SAMR, 
teachers learn to examine how a technology may add new possibilities for student 
learning and engagement beyond merely replacing an existing tool or process. In 
both frameworks, the technology is largely taken at face value, and little concern is 
given to the broader consequences of a tool’s use. 

SAMR and TPACK can help a teacher make pedagogical decisions but are in-
sufficient to examine the critical ethical and curricular issues associated with AI. 
Music educators will need to expand the technology-based literacies they bring to 
their work to meet this challenge. To this point, Pangrazio and Selwyn (2023) dis-
cuss a “new literacies approach” that “recognizes the benefits of being able to un-
pack the politics of everyday texts and, most importantly, for these understandings 
and dispositions to inform people’s digital literacies” (83). As a way forward, I sug-
gest two literacies that should inform educators’ engagements with AI: critical cur-
riculum literacy and critical digital literacy. 

Cri$cal Curriculum Literacy 
There is little doubt that educators are increasingly using online resources for cur-
riculum materials, professional development, and educational support (Carpenter 
et al. 2022; Shelton et al. 2022). The scholarship in this area is unresolved as to 
whether this reflects elements of teacher leadership (Schroeder and Curcio 2022) 
or even educators’ agentic engagement in curriculum development. However, con-
sistent throughout the discourse is that the use of these resources suggests a move-
ment in curriculum development to more of a curatorial process, where educators 
are selecting resources rather than creating them (Harris et al. 2021; Sawyer et al. 
2020; Schroeder and Curcio 2022). Schroeder and Curcio (2022), for example, de-
veloped critical curriculum literacy as a means of infusing curriculum decisions 
with knowledge of the “power relationships involved in the creation, selection, and 
promotion of resources” on online platforms and marketplaces (132). They suggest 
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that critical curriculum literacy aids teachers in being able to “identify poor peda-
gogical practices and content inaccuracies” (138) and to more skillfully vet the ma-
terials they encounter online. 

In the case of AI, critical curriculum literacy may be foundational in supporting 
teachers in asking questions about the quality of the responses generated by AI 
tools. As Holster (2024) acknowledged, “AI outputs are only as good as their inputs 
... and the output might not include every known aspect of a subject, limiting the 
scope of the platform's knowledge” (6). With that limitation in mind, music edu-
cators might use critical frames already present in music education around reper-
toire selection (Allsup 2010), pedagogical approaches (Benedict 2010), and 
broader ideas around judgment and curricular choice. The result is a process in 
which teachers ask questions regarding whose perspectives informed the AI’s out-
put, whose perspectives might be missing, and if these pedagogical recommenda-
tions align with their values in their teaching context. Critical curriculum literacy 
empowers educators and counteracts some of the algorithmic effects that might 
deskill or make them more passive. 

Cri$cal Digital and Data Literacy 
Complementary to understandings and literacies regarding curriculum is the con-
cept of critical digital literacy. Jones and Hafner (2021) suggest that critical digital 
literacy “is a conscious stance–a stance that puts you in the position to interrogate 
digital media, the texts that you encounter through them, and the institutions that 
produce, promote, or depend on them” (135). For music educators’ engagement 
with AI and other online platforms, this is where understanding how these tools 
work can inform engagement. For example, critical digital literacy might involve 
understanding that an AI platform algorithmically recommends solutions based 
on a dataset from various sources. Further, teachers might consider that the tool 
was built by a company with values and goals that inform how the product works, 
and that AI may provide responses that are of questionable accuracy and based on 
substandard resources (Holster 2024). Extending this conscious stance might fur-
ther lead to questions of critical data literacy, a means for “people and communities 
to engage more critically with digital data and the ongoing datafication of everyday 
life” (Pangrazio and Selwyn 2023, 94). With critical data literacy music educators 
might ask questions regarding the information a platform has about them, if they 
post materials online how those materials might be subsumed by AI, and how these 
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data ultimately shape their classrooms. Each literacy has the potential to inform 
choices at the classroom level that would potentially inform educators’ adoption of 
AI. In the following sections, I explore some of the potential challenges of AI and 
how critical literacies may support further engagement with this emerging tech-
nology in music teaching and learning contexts. 

Teaching and Learning 
AI has the potential to dramatically shape music teaching and learning and several 
practical and ethical issues are embedded in teachers’ AI adoption choices. The 
most pressing form of AI in much of music education AI discourse is the “large-
language model” (LLM) (Cooper 2024; Holster 2024). These tools include prod-
ucts such as OpenAI’s ChatGPT, Google’s Gemini, and Anthropic’s Claude. The 
models themselves are not “intelligent;” rather, as Holster (2024) explained, 
“these models ... generate text that mimics human language by predicting the prob-
ability of a word given its context in a sentence. However, their intelligence is re-
flective of their training and not an inherent understanding or consciousness” (2). 
Understanding that these models are only as intelligent as the data on which they 
were trained is a central part of the critical literacy music educators require to eval-
uate AI’s usefulness in teaching and learning. In the following section, I explore 
and problematize the potential sources that LLMs draw on for music- and educa-
tion-related responses. 

Curriculum Materials, Edu-Influencers, and AI Training 
The data LLMs use for training is presently one of the most heavily litigated topics 
in technology. These models require vast data sets and have coopted material from 
throughout the internet for their use, often without permission. For example, a re-
cent New York Times article (Metz and Thompson 2024) documented how corpo-
rations building AI tools have scraped audio transcriptions of YouTube videos, 
user-generated text in Google Docs, the entirety of Wikipedia, and discussion posts 
from social media platforms like Reddit to power their products. As educators in-
creasingly consult online sources and social media for professional development 
and curriculum work (Brewer and Rickels 2014; Koner and Eros 2019; Palmquist 
and Barnes 2015; Rickels and Brewer 2017), there is a potential for AI to amplify 
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the influences of these platforms and the materials posted on them. A music edu-
cator who has developed critical curriculum literacy (Schroeder and Curcio 2022) 
would be specifically concerned with the sources informing that AI’s response. Yet 
LLMs often obscure or hide the sources and provenance of the recommendations 
they provide. Additionally, the training that informs LLM’s responses may be 
based on resources posted online with limited vetting or quality control. As an ex-
ample of possible sources for AI tools, scholarship investigating online curricular 
marketplaces, and social media postings by educational influencers can be instruc-
tive. 

Studies of online curriculum marketplaces foreground issues with unvetted 
pedagogical resources available online. Recent work shows that online market-
places are a growing source of teachers’ curriculum materials (Kaufman et al. 
2020) and platforms like TeachersPayTeachers.com offer thousands of curricular 
materials such as worksheets, activities, classroom decorations, and lesson plans. 
As these marketplaces grow, the quality of the materials sold through them be-
comes a particular concern for educators. The most recent study (Shelton et al. 
2022) of the corpus of materials on TeachersPayTeachers.com for example, sug-
gests that more than 600,000 new materials are posted each year, with roughly 1% 
of those being dedicated to music. The result is a substantial corpus of thousands 
of music-specific pedagogical resources of mixed quality (O’Leary and Bannerman 
2025). Additionally, these platforms offer few features to aid teachers in evaluating 
the products available, and educators are responsible for determining if resources 
are useful and appropriate for their teaching contexts (Carpenter and Shelton 
2022; Polikoff 2019; Shelton et al. 2022). Scholars’ evaluations of materials on 
online curriculum marketplaces suggest reasons for concern; as Aguilar et al. 
(2022) explain, “what proves to be popular and profitable [on these platforms] may 
not actually be beneficial to students” (8). Similarly, Silver (2022) explained that 
present scholarship suggests the materials on these sites are “low-quality re-
sources” (456), and according to Polikoff (2019), “the majority of these materials 
are not worth using” (5). Yet these materials represent perhaps one of the largest 
repositories of online curriculum resources available, and scholars suggest that 
platforms like TeachersPayTeachers.com can shape curriculum discourse and “re-
define what constitutes an education” (Shelton et al. 2022, 268). AI may further 
amplify that influence. 
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Concerns related to curriculum marketplaces extend further to online content 
generated on social media platforms. A growing community of teachers is building 
substantial followings and achieving levels of microcelebrity (Marwick 2015) 
through their efforts as “education influencers,” a type of social media influencer 
who gains renown through sharing teaching content through social media plat-
forms (Carpenter et al. 2022; Shelton and Archambault 2019). The communities 
that education influencers develop are substantial and well- documented in music 
education scholarship examining music educators making a living teaching 
through online platforms (e.g. Baym 2018; Cayari 2011; O’Leary 2020, 2023). Yet 
the material they share comes with the same issues with resources from online 
curriculum marketplaces. Their work is not evaluated for quality, and online edu-
cation influencers’ motivations may not be completely altruistic, as the potential 
for them to profit through their status presents a conflict of interest (Shelton et al. 
2022). Further, like materials on curriculum marketplaces, online posts may be 
guided by platform-based metrics that privilege elements, such as watch time, 
views, and likes, over the quality of any pedagogical interaction (O’Leary 2023). To 
this point, Carpenter and Shelton (2022) further explained the conflict embedded 
in education influencers’ work on social media platforms, stating, “regardless of 
their motivations, education influencers are enacting a new kind of teacher leader-
ship, and are doing so within the often flawed, commercialized social media plat-
forms available to them” (12). 

I suggest that AI results based on materials from online curriculum market-
places and edu-influencer content present two potential dangers for music educa-
tors. First, the LLMs train on available data without evaluating the quality of the 
materials through any set of pedagogical values. If anything, the LLM relies on the 
commercialized platforms’ datafied metrics (O’Leary 2023; Van Dijck 2018) that 
show engagement through spurious curatorial tools (Carpenter and Shelton 2022). 
Without critical curriculum literacy and the opportunity to evaluate LLM’s sources, 
low-quality resources may proliferate as teachers enact teaching and learning rec-
ommendations provided by AI based on unreliable data. Second, the use of LLMs 
may weaken teachers’ opportunities to engage critically with curriculum develop-
ment and in the process cede meaningful elements of their decision-making to 
tools not designed specifically for that purpose. 
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Influences on the Curricular Ecosystem 
The literacies needed to engage with AI-influenced curriculum and pedagogy pre-
sent a disruption to what Hodge et al. (2019) call the “ecology of the curriculum 
marketplace” (426) This ecology positions three entities interacting to form the 
curriculum economy, including curriculum suppliers, curriculum demanders, and 
demand influencers. Curriculum suppliers generate materials that are sold. Tradi-
tionally this might include book and music publishers and related industries. Cur-
riculum demanders, such as teachers or school districts, purchase the materials, 
and demand influencers shape the materials that are produced and purchased. So-
cial media platforms and online curriculum marketplaces lower the barriers to be-
coming a curriculum supplier. Anyone can post learning materials for sale through 
these platforms. There is no vetting, curation, or quality control (Shirky 2008). 
What oversight does exist is often limited to legal compliance and what Shelton et 
al. (2022) labeled as “moderation theater” (285). AI tools have the potential to ag-
gregate and repackage these materials further and amplify the disruption by sup-
planting the curriculum suppliers. Educational influencers have opportunities to 
serve as demand influencers and shape teachers’ choices (Carpenter et al. 2022), 
yet AI tools may have the simultaneous effect of limiting the influence by supplant-
ing the advisory role the influencers occupy and coopting the influencers’ materials 
through their models. The result is not only a corpus of training data available with 
clear issues of quality but also a situation where curriculum demanders have less 
clarity in evaluating recommendations. 

Algorithmic Complica$ons 
With AI, algorithms take on an increasing role and authority in how teachers get 
information. Conceptually, algorithms are relatively simple; as Chayka (2024) ex-
plained, algorithms are “any formula or set of rules that produces a desired result” 
(10). LLMs use algorithms to generate responses to user queries through mathe-
matical processes beyond most users’ understanding (Luitse and Denkena 2021). 
The complexity comes with an element of opaqueness that makes the process by 
which results are generated mysterious and at times confounding. 

The opaqueness of algorithms is further complicated by their ubiquity. For ex-
ample, a decade ago Thibeault (2014) posited that algorithms would be central el-
ements of how we encounter new music and media, and his prediction was largely 
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accurate. Algorithms have become central aspects of our lives online. The “For 
You” page on Instagram or TikTok, YouTube’s homepage, and recommendations 
by retailers like Amazon.com are all algorithmically produced. The ubiquity of al-
gorithms is at least in part a function of their usefulness. For platforms, algorithms 
provide a means to encourage users’ further engagement (Burgess and Green 2018; 
Poell, Neiborg, and Duffy 2022), and users benefit by viewing recommendations 
that may align with their interests. However, the combination of ubiquity and a 
lack of opacity present ethical issues for music educators’ engagement with AI. 

Algorithms, as they are used in AI tools like LLMs, obscure connections that 
were previously foundational to internet use. The core of this problem is structural. 
AI stands between people who create content online and those who would consume 
it. It performs the same matchmaking role as many platforms (Poell, Neiborg, and 
Duffy 2022), but instead of connecting users to content—and the people who cre-
ated it—AI detaches and decontextualizes its responses. This is an extension of an 
ongoing broader phenomenon. In a 2024 presentation at the SXSW conference, 
Patreon CEO and musician Jack Conte explained how he has seen algorithms dis-
rupt the relationship between artists and audiences. He suggested that the inven-
tion of the “follow” was vital to the development of cultural creation online. The act 
of following formed a relationship between the creator and the audience and al-
lowed the creation of what Conte called “creator-led communities.” Conte charted 
a historical progression of content creation on the internet beginning when few 
could share content in the 1990s, Web 2.0 and the democratization of content cre-
ation online in the 2000s, the rise of the algorithmic feed and ranking content in 
the 2010s, and algorithms and platform interventions that could lead to “the death 
of the follower” in our present time. Conte goes on to explain that increasing algo-
rithmic influence represents “the single most important problem facing creative 
people today is the weakening of creator-led communities, of our distribution 
channels to our fans. This is the hardest, most challenging, and most painful issue 
facing the present and future of creativity on the internet” (timestamp 25:21). 

For educators, this poses the challenge of disconnecting people from the 
sources of the material that may influence their music teaching and learning deci-
sions. The process makes the internet less personal and mechanizes the relation-
ships people form through online engagement. For example, a person asking music 
performance questions to an AI may never connect with some of the thriving online 
music communities documented in prior scholarship (Cayari 2011; O’Leary 2022; 
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Waldron 2018). They may also be less likely to follow a particular educator or in-
fluencer on social media so they can critically engage with their work or connect 
with a community of fellow educators. 

Examining the contrast between AI-generated responses and those offered by 
a search engine or platform is instructive. Below are responses to a music pedagogy 
question that I searched on YouTube and results to the same question from four 
AI Large Language Models (Google's Gemini, Microsoft Copilot, ChatGPT by 
OpenAI, and Claude by Anthropic). The question was: “How do I make a good 
trumpet embouchure?” The LLM results, pictured below, are similar, but the de-
gree to which they connect to other materials differs. Both Claude and ChatGPT 
provide answers with no clear links to where the responses came from. In contrast, 
Gemini and Copilot offered similar text-based answers, but at the bottom offered 
links to sources and connections where the learner could engage more with the 
content. Here AI has severed or weakened the connection between the learner and 
the creator. By aggregating the responses, no further engagement is needed from 
the user. I recognize that many would see this as a core feature of the tool, not a 
limitation, but if the responses were insufficient to the user, only two of the four 
LLMs offer a way to investigate further. The user is largely left to fend for them-
selves in vetting the responses, and notably, Claude even warns the user that its 
responses may be inaccurate and require verification. 

This is a notable contrast to similar searches using a platform such as YouTube. 
Posing the same question on YouTube, I was shown a variety of possible videos to 
watch. YouTube offers some guidance by highlighting sections that might be rele-
vant to my search, and I can at least employ some criticality in assessing the mate-
rials by comparing the results, learning about who made them through the infor-
mation they share on their channels, and making a more informed choice about 
how to engage. If I found the material valuable, I might choose to subscribe to the 
channel and engage with more content from the same creator. Further connections 
to other content creators and channels are possible and facilitated in this exchange. 
While these results are still algorithmically created and not exempted from the bi-
ases and challenges associated with algorithmic curation (Gillespie 2014), there is 
at least an opportunity to apply critical literacies to the result. 
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Figure 1. Results from four large language models to the question “How do I make a good 
trumpet embouchure?” Models include ChatGPT (Top-left), Microsoft Copilot (Top-

right), Claude (Bottom-left), and Google Gemini (Bottom-right). 
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In this case, AI’s efficiency is both a feature and a detriment. It enables access 
to quick information but prevents critical evaluation. AI aggregates data from mul-
tiple sources but disconnects the user from the creators of the material. While these 
issues are germane to the practical use of any AI tools, there are additional ethical 
considerations that should be a part of music educators’ decisions to use AI in their 
work. 

Ethical Considera$ons 
I speculate that there are two impending ethical issues embedded in educators’ use 
of AI in music teaching and learning. The first centers broadly around creative 
rights and the coopting of educational creators’ materials by AI corporations, and 
the second is related to the lack of opacity and embedded authority of these tools. 

Embedded in the prior discussion of algorithms is the notion that LLMs, and 
the companies that operate them, profit by using the labor and products of others. 
As I discussed earlier in this paper, LLMs are only as good as the data on which 
they train. While educators should be concerned with the practical quality of the 
training material, they should also question the legality and creative rights in-
volved with AI companies aggregating data in the first place. This is a central ques-
tion that is yet unresolved in the industry. For the last year, technology news has 
been filled with reports of lawsuits between AI companies and the creators of the 
content that they may have used to train their models (Patel 2024). For example, 
the Recording Industry Association of America (RIAA), a trade group representing 
large music publishing and recording companies in the United States, recently 
sued two AI music startups that allow users to enter in prompts that create new 
pieces of music, many with remarkable similarities to existing copyrighted works 
(Pearson 2024). Central to the lawsuits, as Pearson (2024) explained, is the ques-
tion “can AI firms simply take whatever they want, turn it into a product worth 
billions, and claim it was fair use” (para. 3)? Through their use of AI tools, music 
educators may find themselves embroiled in the overall ethical quandary of 
whether the results they get from AI are ethically produced and sourced. 

While overall copyright and creative rights issues will need to be resolved 
through courts, legislation, and government regulation, in the intervening time 
music educators are left to navigate what this means in their contexts. This chal-
lenge is not necessarily new, as it extends prior frustration with copyright laws that 
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educators have experienced (Thibeault 2012; Tobias 2015). Part of educators’ con-
siderations and applications of critical digital literacy (Jones and Hafner 2021) 
should be the potential damage AI may cause to people who create online educa-
tional content. For example, technology bloggers Frederico Viticci and John Voor-
hees (2024) shared an open letter explaining how AI training has the potential to 
damage their business. Like Conte’s (2024) fears about the disruption of the rela-
tionship between content creator and the follower, Vittici and Voorhees (2024) ex-
plain, “we’re concerned that, this time, technology won’t open up new opportuni-
ties for creative people on the web. We fear that it’ll destroy them” (para. 8). They 
particularly lament that while search engines offer more of a “fair trade” as they 
send users to the creator’s website, AI companies, in contrast, “just took [the con-
tent].” To this point, Tim Berners-Lee (2024), credited by many with inventing the 
internet, discussed that AI companies and large platforms pose an existential 
threat to the web in that “the extent of power concentration ... contradicts the de-
centralised spirit [of the internet] that I originally envisioned” (para. 3). Educators 
using these tools in their practice might similarly examine to what extent their en-
gagement with AI could damage the work of educational creators, in the process 
weakening the potential knowledge base for pedagogical resources online. 

The lack of opportunities to critically examine and evaluate AI responses and 
results is a central thread in this paper and a needed element of engagement with 
AI. This is of particular import because prior research (Gillespie 2014) suggests 
that algorithmic results in other contexts, like social media, operate with a type of 
“mechanical neutrality” (171), meaning there is a tendency for users to heed the 
product as authoritative and unbiased. The way AI separates recommendations 
and responses from the sources that created them has the potential to broaden this 
belief and amplify AI’s influence on a field. Further, AI algorithms have the poten-
tial to lessen agency and engagement with content. To this point, Chayka (2024), 
in a broad discussion of algorithmic influences, explained, “the more automated 
an algorithmic feed is, the more passive it makes us as consumers” (108). The re-
sult could be recommendations that are viewed as authoritative and are presented 
in ways that limit critical engagement. In effect, teachers could feel less of a need 
to engage critically since they imbue the mechanized results with authority. 

Algorithmic authority then comes with two potential misunderstandings. 
First, algorithms are not neutral (Chayka 2024; Gillespie 2018; Selwyn 2019). To 
this point, Selwyn (2019) explains that since algorithms use rules constructed by 
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people, educators should ask three critical questions: “(i) what rules are being fol-
lowed? (ii) whose rules are they?, and (iii) what values and assumptions do they 
reflect? Like any rule-making process, algorithms do not magically fall out of the 
sky. Somebody somewhere sets down a series of complex coded instructions and 
protocols to be repeatedly followed” (92). 

By recognizing that AI is a human creation, more potential for critique is avail-
able. It is like the type of criticality recommended by Apple (2014) who explained, 
“the curriculum is never simply a neutral assemblage of knowledge, somehow ap-
pearing in the texts of classrooms of a nation. It is always part of a selective tradi-
tion, someone’s selection, some group’s vision of legitimate knowledge” (22). 
These concerns align closely with Jones and Hafner’s (2021) notions of critical dig-
ital literacy, and educators’ use of AI should be built upon foundational critical 
evaluation. Unfortunately, the algorithmic and opaque nature of the tools may lead 
to more passivity than inquiry. 

This leads to the second misunderstanding, while AI is frequently marketed as 
a tool of empowerment (Selwyn 2019, 2022), it may have the opposite effect. The 
extent to which educators trust recommendations from AI tools in their work, the 
more power and control they cede in the process. While authors of curriculum lit-
erature in music education consistently ask teachers to become more critical, eval-
uative, and aware of their choices (e. g., Allsup 2010; Benedict 2010), AI may do 
the opposite. Selwyn (2019) explained that the effect could be that AI tools “deskill 
and demean the teachers they are assisting” (123). The potential result is not teach-
ers working more critically, but instead a decline in teachers’ engagement with 
thoughtful curriculum work. 

Next Steps for AI and Music Educa5on 
Returning to Moore’s (2014) technology integration framework, it is plausible that 
AI has not yet “crossed the chasm” for music educators but continued and ex-
panded use is likely. As AI further develops it is also possible that LLMs and re-
lated tools become increasingly integrated into devices and applications teachers 
and students already regularly use. For example, both Google and Apple have made 
AI integration central aspects of their newest mobile device operating systems. 
This integration may make adoption appear more continuous and potentially 
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lessen the inertia needed to cross the chasm. While still recognizing that integra-
tion into teachers’ professional work typically is more challenging (O’Leary and 
Bannerman 2025), the increasing ubiquity of AI then makes the development of 
critical literacies more vital, and these literacies will not develop on their own. 
Prior literature on technology integration shows that critical and thoughtful en-
gagement with technology is taught and developed, it does not occur simply 
through prolonged engagement (Bannerman and O’Leary 2021; Francom 2020; 
O’Leary and Bannerman 2025). Critical literacies will need to be cultivated inten-
tionally and not occur simply through the use of, and exposure to, AI tools (Pan-
grazio and Selwyn 2023; Schroeder and Curcio 2022). Music educators’ data liter-
acies should be a meaningful component of future professional development and 
curricular reforms in music teacher education. 

Music educators are not powerless, and the critical literacies they develop may 
allow them to inform the policies and practices of their colleagues, schools, and 
school districts in AI integration. A first step might be to ask that the foundational 
element of transparency be demanded of any tool that is used in a classroom. To 
this point, Chayka (2024) explained: “The quickest way to change how digital plat-
forms work may be to mandate transparency: forcing companies to explain how 
and when their algorithmic recommendations are working. Transparency would at 
least give users more information about the decisions constantly being made about 
what to show us. And if we know how algorithms work, perhaps we’ll be better able 
to resist their influence and make our own decisions” (195). 

Without transparency, elements of critical evaluation are impossible in educa-
tional contexts (van Dijck et al. 2020). Sufficient transparency should be a prereq-
uisite for any school-based engagement with AI. Teachers might demand from 
their educational leaders, administrators, and others that any tool that is adopted 
or suggested for use in their contexts aligns with basic standards for sound tech-
nology integration. For example, the International Society for Technology in Edu-
cation (ISTE) standards for educators suggest that teachers should “mentor stu-
dents in safe, legal, and ethical practices with digital tools and the protection of 
intellectual rights and property” (ISTE n.d., section 2.2c). By engaging in robust 
critical reflection and developing the needed literacies to inform that process, dis-
cussions of AI and its uses in the classroom may become powerful ways for schools 
and educators to model thoughtful technological engagement and consider the 
broader consequences and affordances of AI’s use in schools. 
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Conclusion 
Through this paper, I have speculated on possible outcomes and considerations 
that might happen through music educators’ engagement with AI. Embedded in 
this discussion is a desire to combat the perceived inevitability and even power-
lessness many feel related to the tools. The iPad advertisement referenced at the 
beginning of this article generated such a dramatic response partly because so 
many felt that huge corporations would continue to develop tools and products 
with increased potential to disrupt or even obviate their work. Yet this does not 
have to be the case. Music educators should begin posing questions and raising 
concerns because, as Selwyn (2022) explained, “the debate around AI in education 
needs to be approached in contestable terms—as a site of struggle and politics, ra-
ther than a neutral benign addition to classrooms” (626). Critical literacy and ad-
vocacy should be central components of the debate and the degree to which teach-
ers can engage with technology integration in thoughtful and critical ways 
represents our best possible path forward. 
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